
HIGHLIGHTS

1.	 Resources should be effectively allocated to sup-
port students to complete their education and 
prevent dropout.

2.	 With increasing age, dropout rates increase for 
both sexes, but women consistently have lower 
dropout rates across all age groups.
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Introduction: Early identification of students at risk of dropping out is essential for providing 
timely support, improving retention rates, and promoting academic success. Machine 
learning offers a powerful approach to analyze patterns in student behavior, allowing 
universities to predict dropouts and implement preventive interventions.
Methods: A hybrid model combining Particle Swarm Optimization and Extreme Gradient 
Boosting algorithms was developed to classify at-risk students. Additional data analysis 
techniques were applied to examine the dataset and extract meaningful insights.
Results: The proposed model achieved an accuracy of 98.12%, outperforming alternative 
models. Academic variables were identified as the most influential factors in dropout 
decisions. Students who failed to pay tuition on time were at substantially higher risk of 
dropping out (87.05%) and had a lower probability of graduation (4.95%), compared to 
those who paid on time, who exhibited a dropout rate of 25.21% and a graduation rate 
of 55.13%. Dropout rates also increased with age for both genders, although women 
consistently showed lower dropout rates across all age groups.
Conclusion: Machine learning-based prediction of dropout risk enables institutions to target 
interventions more effectively, optimizing resource allocation and supporting students in 
completing their education.
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مقدمه
ترک دانشگاه و تحصیل موانع جدی بر سر راه رشد اقتصادی 
و رفاه اجتماعی است ]1[. دانشجویانی که دانشگاه را بدون 
چشم‌انداز  با  می‌کنند،  ترک  خود  تحصیلی  مدرک  تکمیل 
شغلی محدودی روبه‌رو می‌شوند، اغلب به طور قابل توجهی 
اقتصادی  ثبات  که  دارند  درآمد  فارغ‌التحصیلان  از  کمتر 
طولانی مدت آنها را کاهش می‌دهد ]2[. این بی‌ثباتی مالی 
به ویژه  وارد کند،  بر خانواده‌ها  را  بیشتری  استرس  می‌تواند 

 www.sjfm.ir

یک مدل یادگیری ماشین برای بررسی علل موثر بر ترک تحصیل دانشجویان و 
پیش‌بینی عملکرد دانشجویان
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ویژه نکات 
1- بایس��تی منابع به‌طور موثر برای حمایت از دانشجویان برای تکمیل 

تحصیلات خود و جلوگیری از ترک تحصیل اختصاص یابد.
2- ب��ا افزایش س��ن، نرخ ت��رک تحصیل در ه��ر دو جنس افزایش 
می‌یابد، اما زنان به‌طور مداوم در تمام گروه‌های س��نی نرخ ترک 

تحصیل کمتری دارند.

مقدمه: شناسایی دانشجویانی که در معرض خطر ترک تحصیل هستند برای ارائه پشتیبانی به 
را  یادگیری ماشینی  بهبود نرخ ماندگاری و تضمین موفقیت تحصیلی بسیار مهم است.  موقع، 
می‌توان برای تحلیل الگوهای رفتار دانش‌آموزان به کار برد و دانشگاه‌ها را قادر می‌سازد تا ترک 

تحصیل را پیش‌بینی کنند و اقدامات پیشگیرانه ای برای مداخله موثر انجام دهند.
روش‌ بررسی: ترکیبی از الگوریتم بهینه‌سازی ازدحام ذرات و تقویت گرادیان شدید برای ایجاد 
برای تحلیل و بررسی  از روش‌های تحلیل داده  ارائه شد. همچنین  یک مدل طبقه‌بندی‌کننده 

داده‌ها و به‌دست آوردن اطلاعات مفید استفاده شد.
یافته‌ها: مدل ارائه شده دقت 98/12 درصد نشان داد که دقت بالاتری نسبت به دیگر مدل‌ها 
دارد و همچنین نشان داده شد داده‌های آکادمیک متغیرهای موثرتری در انصراف دانشجویان از 
دانشگاه هستند. دانشجویانی که شهریه خود را به موقع پرداخت نکرده‌اند، به طور قابل توجهی 
بیشتر در معرض خطر ترک تحصیل )87/05 درصد( و کمتر در معرض فارغ‌التحصیلی )4/95 
که  می‌کنند  پرداخت  موقع  به  را  خود  شهریه  که  دانشجویانی  با  مقایسه  در  هستند،  درصد( 
نرخ ترک تحصیل کمتری )25/21 درصد( و نرخ فارغ‌التحصیلی بالاتری )55/13 درصد( دارند. 
همچنین، با افزایش سن، نرخ ترک تحصیل در هر دو جنس افزایش می‌یابد، اگرچه زنان در تمام 

گروه‌های سنی همواره نرخ ترک تحصیل کمتری نشان می‌دهند. 
نتیجه‌گیری: با به‌کارگیری یادگیری ماشینی برای پیش‌بینی خطرات ترک تحصیل، مؤسسات 
می‌توانند منابع خود را به‌طور موثرتری برای حمایت از دانشجویان در به‌پایان رساندن تحصیلاتشان 

تخصیص دهند.

مقاله هاطلاعات  چکید

در مواردی که والدین در آموزش فرزندان خود سرمایه‌گذاری 
کرده‌اند. شکست تحصیلی در سطح دانشگاه نیز شکاف بین 
تحصیلکرده و بی‌سواد را افزایش می‌دهد و نابرابری را تشدید 
می‌کند و مانع تحرک اجتماعی می‌شود ]3[. مؤسسات از نرخ 
بالای ترک تحصیل رنج می‌برند، زیرا درآمد حاصل از شهریه را 
از دست می‌دهند و ممکن است شهرت خود را تخریب کنند و 
جذب دانشجویان آینده را سخت‌تر کنند. در مقیاس بزرگ‌تر، 
جوامع از کمک‌های بالقوه این افراد غافل می‌شوند که منجر به 

 [
 D

ow
nl

oa
de

d 
fr

om
 s

jf
m

.ir
 o

n 
20

26
-0

2-
19

 ]
 

                             2 / 10

https://orcid.org/0000-0003-0101-5426
https://orcid.org/0009-0009-9721-1579
http://sjfm.ir/article-1-1603-en.html


186
| دوره 31، شماره 3، پاییز 1404 | مـجـلـــهپــزشکی قانـونـی ایـران

نیروی کار کمتر ماهر و نوآوری کندتر می‌شود. همچنین 
افرادی که ترک تحصیل می‌کنند، بیشتر با بیکاری مواجه 
می‌شوند، به خدمات اجتماعی متکی هستند و از پیامدهای 
بهداشتی ضعیف‌تر رنج می‌برند ]4[. اثر موج‌دار به جوامع 
گسترش می‌یابد؛ جایی که نابرابری‌های آموزشی می‌تواند 
کاهش  و  و جنایت  بالاتر جرم  نرخ  اجتماعی،  ناآرامی  به 
مشارکت مدنی کمک کند. پرداختن به نرخ ترک تحصیل 
حمایتی  خدمات  در  سرمایه‌گذاری  مستلزم  دانشگاه  از 
همچنین  و  شغلی  مشاوره  و  مالی،  کمک‌های  دانشجو، 
و  دسترس‌تر  در  را  عالی  آموزش  که  است  سیاست‌هایی 
مرتبط‌تر با بازار کار امروزی می‌کند ]5[. ناکامی در مقابله 
با این موضوع، توسعه اقتصادی و پیشرفت اجتماعی را در 
تحصیل  ترک  نرخ  آمریکا،  در  تضعیف می‌کند.  درازمدت 
برای  که  دانشجویانی  از  درصد   39 که  می‌دهد  نشان 
لیسانس هستند،  دنبال مدرک  به  تمام وقت  و  بار  اولین 
نمی‌کنند  کامل  سال   8 عرض  در  را  خود  مدرک  برنامه 
از تکنولوژی‌های جدیدی همچون هوش  با استفاده   .]6[
مصنوعی، می‌توان به بررسی عوامل موثر بر ترک تحصیل 
و پیش‌بینی آن برای جلوگیری و یا کاهش خسارت‌های 

ناشی از آن پرداخت.
گونزالس و همکاران با استفاده از روش‌های تصمیم‌گیری 
رضایت  همچون  متغیرهایی  بررسی  به  فازی  چندمعیاره 
از انتخاب رشته، راهبردهای خودتنظیمی و مشارکت در 
داخل دانشگاه پرداختند تا بتوانند علت تصمیم دانشجویان 
برای ترک دانشگاه را مورد مطالعه قرار دهند]7[. کورتاپ 
به  آماری  از روش‌های چندمتغیره  استفاده  با  و لایکگارد 
بررسی چگونگی ادراک دانشجویان علوم انسانی از محیط 
مطالعه، ملاحظات ترک تحصیل و متغیرهای زمینه و تاثیر 
آنها در ترک تحصیل پرداختند ]8[. این مطالعه نشان داد 
 15/8 بین  مطالعه‌شان  محیط  از  دانش‌آموزان  ادراک  که 
در  می‌دهد،  توضیح  را  تحصیل  ترک  از  درصد   36/9 تا 
حالی که ملاحظات ترک تحصیل و پارامترهای پیش‌زمینه 

درصد   21/4 تا   7/9 بین  و  درصد   9/1 تا  بین صفر  تنها 
همکاران  و  پرز   .]8[ می‌دهند  توضیح  را  تحصیل  ترک 
کلمبیا  در  تحصیل  ترک  دانش‌آموزان  پیش‌بینی  تحلیل 
را مورد بحث قرار دادند. متغیرهایی که بر ترک تحصیل 
جمعیت‌شناسی  می‌گذارد،  تأثیر  کلمبیا  در  دانش‌آموزان 
برای  متغیرها  این  است.  دانش‌آموزان  کارنامه  سوابق  و 
پیش‌بینی دانش‌آموزان ترک تحصیل استفاده می‌شوند و 
متغیرهای حاصل به طور قابل توجهی دانش‌آموزان ترک 
تحصیل را تحت تاثیر قرار می‌دهند ]9[. چن و همکاران 
ایالات  در  تحصیل  ترک  پیش‌بینی  مورد  در  همچنین 
مورد  متغیرهای  چن،  مطالعه  در  کردند.  تحقیق  متحده 
از  بودند  عبارت  تحصیل  ترک  پیش‌بینی  برای  استفاده 
اطلاعات دبیرستان، جمعیت‌شناسی، ثبت نام در دانشگاه 
و اطلاعات در هر ترم. بر اساس نتایج تحلیل، متغیرهای 
تحصیل  ترک  نرخ  توجهی  قابل  طور  به  شده  انتخاب 

دانشجویان را پیش‌بینی می‌کنند ]10[.
یادگیری  الگوریتم‌های  از  فزاینده‌ای  طور  به  دانشگاه‌ها 
جمله  از  بزرگ  داده‌های  مجموعه  تحلیل  برای  ماشین 
مالی،  وضعیت  غیاب،  و  حضور  تحصیلی،  عملکرد 
سلامت  شاخص‌های  و  دانشگاه  فعالیت‌های  در  مشارکت 
معرض  در  دانشجویان  تا  کنند  استفاده  می‌توانند  روان 
این مدل‌ها  را شناسایی کنند ]11[.  خطر ترک تحصیل 
می‌توانند الگوهای پنهان و علائم هشدار اولیه را که ممکن 
آشکار  دانشگاهی  کارکنان  یا  مشاوران  برای  فوراً  است 
نشوند، آشکار کنند و به مؤسسات اجازه می‌دهند تا فعالانه 
مداخله کنند. با تطبیق خدمات پشتیبانی )مانند تدریس 
براساس  یا مشاوره سلامت روان(  خصوصی، کمک مالی، 
پیش‌بینی‌های یادگیری ماشین، دانشگاه‌ها می‌توانند نرخ 

ماندگاری را بهبود بخشند ]12[.
احمد و شهزادی با استفاده از الگوریتم پرسپترون چندلایه 
به پیش‌بینی و تحلیل عملکرد دانشجویان پرداختند و مدلی 
با دقت 93/2 درصد ارائه دادند ]13[. برنس و همکاران با 

مدل یادگیری ماشین
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استفاده از الگوریتم‌های یادگیری ماشین همچون جنگل 
به  متمایل  دانشجویان  شناسایی  و  بررسی  به  تصادفی 
انصراف از تحصیل پرداختند و مدلی با دقت 89 درصد ارائه 
الگوریتم  با مقایسه چندین  دادند ]14[. دیاز و همکاران 
یادگیری ماشین به این نتیجه رسیدند که الگوریتم ماشین 
دانشجویان  پیش‌بینی  برای  بالاتری  دقت  پشتیبان  بردار 
دقتی  که  دارد  مطالعاتی‌شان  درمورد  انصراف  به  متمایل 
در حدود 94 درصد نشان داد ]15[. هرناندز و همکاران با 
به عملکرد دانشجویان  الگوریتم شبکه عصبی  از  استفاده 
را مدل کردند و مدل آنها دقت 94/5 درصد را نشان داد 
]16[. العوفی و همکاران بر روی پیش‌بینی میزان انصراف 
از دانشجویان کار کردند و با الگوریتم‌های یادگیری عمیق 
مدلی ساختند که دقتی در حدود 96 درصد داشت ]17[.

بر  این مقاله بر خلاف پژوهش‌های قبلی عوامل موثر  در 
انصراف از تحصیل دانشجویان با استفاده از روش‌ ترکیبی 
یادگیری ماشین و الگوریتم فراابتکاری مورد بررسی قرار 
قبلی،  تحقیقات  اساس  بر  آن،  بر  علاوه  گرفت.  خواهد 
پژوهشگران از تکنیک‌های انتخاب و یا اهمیت ویژگی در 
هردوی  از  مقاله  این  در  اما  برده‌اند،  بهره  خود  مطالعات 
این روش‌ها برای به دست آوردن یک مدل کارآمد و ارائه 
در  شد.  خواهد  استفاده  مناسب‌تر  مدیریتی  راهکارهای 
و  ماشین  یادگیری  الگوریتم‌های  نوآورانه  ادغام  از  نهایت 
فراابتکاری برای تنظیم پارامترهای مدل استفاده می‌شود 
دست  به  کاربردی  الگوریتم  ارائه  و  بالا  دقت  با  مدلی  تا 
بیاید. نتایج این مسئله در راستای فهم درست عوامل موثر 
بر انصراف از تحصیل دانشجویان است که می‌تواند باعث 

کاهش مضرات این پدیده شود.

روش‌ بررسی
این یک مطالعه توسعه‌ای است که با استفاده از نرم‌افزار 
پایتون به تحلیل داده‌های آکادمیک، اقتصادی-اجتماعی 
بتواند  تا  می‌پردازد  دانشجویان  به  مربوط  جمعیتی  و 

دانشجویان در معرض انصراف از تحصیل را شناسایی کند 
در  انصرافی‌ها  تعداد  کاهش  برای  را  مفیدی  اطلاعات  و 

اختیار تصمیم‌گیران قرار دهد.

فراابتکاری
الگوریتم بهینه‌سازی ازدحام ذرات ، یک روش بهینه‌سازی 
است که در دسته الگوریتم‌های فراابتکاری قرار می‌گیرد و 
از رفتار گروهی پرندگان و ماهی‌ها الهام گرفته شده است 
خود  توانایی  و  کارآیی  دلیل  به  که  الگوریتم  این   .]18[
در حل مسائل بهینه‌سازی شناخته می‌شود، یک سیستم 
اجتماعی را شبیه‌سازی می‌کند که در آن ذرات به عنوان 
نماینده افراد با یکدیگر همکاری می‌کنند تا بهترین راه‌حل 
این  توانایی حل مسئله  بیابند.  را در یک فضای جستجو 
اساسی است که  اصول  از  اساس مجموعه‌ای  بر  الگوریتم 

عملکرد آن را هدایت می‌کند ]19[.
در زمینه بهینه‌سازی مسائل، الگوریتم بهینه‌سازی ازدحام 
ذرات با قرار دادن تصادفی گروهی از ذرات در فضای راه‌حل 
یک  نمایانگر  فضا  این  در  ذره  هر  موقعیت  می‌شود.  آغاز 
راه‌حل ممکن است و مسیر حرکت آن تحت تأثیر دو عامل 
کلیدی قرار دارد: تجربه شخصی آن و عملکرد بهترین ذره 
با تنظیم مداوم موقعیت خود سعی  در اطراف آن. ذرات 
می‌کنند به بهینه جهانی نزدیک شوند و همزمان تعادلی 
میان اکتشاف و بهره‌برداری برقرار کنند ]19[. این روش 
همکاری‌محور به الگوریتم اجازه می‌دهد فضای جستجو را 
بهره‌برداری  و  کاوش  کارآمد  به‌طور  غیرمتمرکز  به‌صورت 
با  سرعت  تغییر  طریق  از  ذرات  حرکت  محاسبه  کند. 

استفاده از رابطه )1( انجام می‌شود.

ماشين و  تركيبي يادگيري با استفاده از روش انصراف از تحصيل دانشجويانقبلي عوامل موثر بر  هايپژوهشدر اين مقاله بر خلاف 

هاي انتخاب و يا كتكنياز  پژوهشگران، قبلي تحقيقات، بر اساس علاوه بر آن. مورد بررسي قرار خواهد گرفتالگوريتم فراابتكاري 

و ارائه  رآمدل كايك مد آوردن به دستها براي روشاز هردوي اين  اين مقالهاما در  ،اندبهره بردهخود  مطالعاتاهميت ويژگي در 

راابتكاري براي تنظيم فهاي يادگيري ماشين و نوآورانه الگوريتم ادغاماز  نهايتتر استفاده خواهد شد. در راهكارهاي مديريتي مناسب

در راستاي فهم درست  ئلهمساين  نتايج. بيايد به دستمدلي با دقت بالا و ارائه الگوريتم كاربردي  تاشود پارامترهاي مدل استفاده مي

  .شودتواند باعث كاهش مضرات اين پديده مياست كه  انصراف از تحصيل دانشجويانعوامل موثر بر 

  بررسي روش

اعي و جمعيتي اجتم-هاي آكادميك، اقتصاديافزار پايتون به تحليل دادهاي است كه با استفاده از نرماين يك مطالعه توسعه

يدي را براي كاهش دانشجويان در معرض انصراف از تحصيل را شناسايي كند و اطلاعات مفپردازد تا بتواند مربوط به دانشجويان مي

  گيران قرار دهد.ها در اختيار تصميمتعداد انصرافي

  فراابتكاري

گيرد و از رفتار هاي فراابتكاري قرار ميسازي است كه در دسته الگوريتم، يك روش بهينه1سازي ازدحام ذراتالگوريتم بهينه

سازي يي و توانايي خود در حل مسائل بهينهآاين الگوريتم كه به دليل كار ].18است [ها الهام گرفته شده هي پرندگان و ماهيگرو

كنند تا كند كه در آن ذرات به عنوان نماينده افراد با يكديگر همكاري ميسازي ميشود، يك سيستم اجتماعي را شبيهشناخته مي

اي از اصول اساسي است كه عملكرد ضاي جستجو بيابند. توانايي حل مسئله اين الگوريتم بر اساس مجموعهحل را در يك فبهترين راه

 ].19كند [ميآن را هدايت 

حل آغاز اي راهسازي ازدحام ذرات با قرار دادن تصادفي گروهي از ذرات در فضسازي مسائل، الگوريتم بهينهدر زمينه بهينه

رار دارد: تجربه حل ممكن است و مسير حركت آن تحت تأثير دو عامل كليدي قاين فضا نمايانگر يك راه شود. موقعيت هر ذره درمي

زديك شوند و كنند به بهينه جهاني نشخصي آن و عملكرد بهترين ذره در اطراف آن. ذرات با تنظيم مداوم موقعيت خود سعي مي

دهد فضاي جستجو را محور به الگوريتم اجازه مي. اين روش همكاري]19[ كنندبرداري برقرار همزمان تعادلي ميان اكتشاف و بهره

) 1از رابطه ( برداري كند. محاسبه حركت ذرات از طريق تغيير سرعت با استفادهطور كارآمد كاوش و بهرهصورت غيرمتمركز بهبه

 د.شوانجام مي
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گيرد و از رفتار هاي فراابتكاري قرار ميسازي است كه در دسته الگوريتم، يك روش بهينه1سازي ازدحام ذراتالگوريتم بهينه

سازي يي و توانايي خود در حل مسائل بهينهآاين الگوريتم كه به دليل كار ].18است [ها الهام گرفته شده هي پرندگان و ماهيگرو

كنند تا كند كه در آن ذرات به عنوان نماينده افراد با يكديگر همكاري ميسازي ميشود، يك سيستم اجتماعي را شبيهشناخته مي

اي از اصول اساسي است كه عملكرد ضاي جستجو بيابند. توانايي حل مسئله اين الگوريتم بر اساس مجموعهحل را در يك فبهترين راه

 ].19كند [ميآن را هدايت 

حل آغاز اي راهسازي ازدحام ذرات با قرار دادن تصادفي گروهي از ذرات در فضسازي مسائل، الگوريتم بهينهدر زمينه بهينه

رار دارد: تجربه حل ممكن است و مسير حركت آن تحت تأثير دو عامل كليدي قاين فضا نمايانگر يك راه شود. موقعيت هر ذره درمي

زديك شوند و كنند به بهينه جهاني نشخصي آن و عملكرد بهترين ذره در اطراف آن. ذرات با تنظيم مداوم موقعيت خود سعي مي

دهد فضاي جستجو را محور به الگوريتم اجازه مي. اين روش همكاري]19[ كنندبرداري برقرار همزمان تعادلي ميان اكتشاف و بهره
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)1(

در این معادله، V ij (h) نشان‌دهنده سرعت ذره i در تکرار
h است، در حالی که V ij (h) مکان ذره i را در همان تکرار 

ظهوری و فلاح
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مشخص می‌کند. مقادیر e1 و e2 عداد تصادفی در بازه )0، 
 Z ij (h) 1( هستند و φ1 و φ2  ثابت‌هایی هستند. همچنین، 
Z gj (h) و  می‌دهد  نشان  را  ذره  یک  مکان  بهترین   )h(

نشان‌دهنده بهترین مکان کل جمعیت ذرات است. مقدار
W نیز ثابت است و مکان جدید ذره از طریق رابطه )2( 

محاسبه می‌شود.

)2(

  

را در همان تكرار  � مكان ذره (�)������است، در حالي كه  �در تكرار �دهنده سرعت ذره نشان (�)������، معادلهدر اين 

بهترين  (�)�����. همچنين، هستندهايي ثابت  ��و  ��) هستند و 1، 0عداد تصادفي در بازه ( ��و  ��كند. مقادير مشخص مي

نيز ثابت است و مكان جديد  �دهنده بهترين مكان كل جمعيت ذرات است. مقدارنشان (�)�����دهد و مكان يك ذره را نشان مي

 د.شو) محاسبه مي2ذره از طريق رابطه (

������(� � �) � �������(�) ��������(� � �) (2)

سازي فراپارامترهاي مدل يادگيري ماشين به منظور بهبود دقت عملكرد سازي ازدحام ذرات براي بهينهدر اين مقاله، از الگوريتم بهينه

 ت.نمايش داده شده اس 1ذرات در شكل سازي ازدحام استفاده شده است. نمودار جريان فرآيند بهينه

  سازي ازدحام ذراتفرآيند بهينهنمودار جريان . 1شكل 
  

  يادگيري ماشين

) 2) رگرسيون و 1شده يكي از سه حوزه اصلي يادگيري ماشين است كه از دو بخش اصلي تشكيل شده است: يادگيري نظارت

  .بنديطبقه

الگوریتم بهینه‌سازی ازدحام ذرات برای  از  در این مقاله، 
بهینه‌سازی فراپارامترهای مدل یادگیری ماشین به منظور 
جریان  نمودار  است.  شده  استفاده  عملکرد  دقت  بهبود 
فرآیند بهینه‌سازی ازدحام ذرات در شکل 1 نمایش داده 

شده است.

یادگیری ماشین
یادگیری  اصلی  حوزه  سه  از  یکی  نظارت‌شده  یادگیری 
ماشین است که از دو بخش اصلی تشکیل شده است: 1( 

رگرسیون و 2( طبقه‌بندی.
یادگیری  روش  یک  شدید  گرادیان  تقویت  الگوریتم 
ماشینی قدرتمند و محبوب است که در دسته یادگیری 
چند  ترکیب  با  تقویتی  الگوریتم  این  دارد.  قرار  گروهی 
تصمیم‌گیری، یک  درخت‌های  معمولاً  یادگیرنده ضعیف، 
مدل پیش‌بینی قوی ایجاد می‌کند. از ویژگی‌های برجسته 
این الگوریتم، توانایی آن در اجرای موثر وظایف رگرسیون و 
طبقه‌بندی است. همچنین، به دلیل دقت بالای پیش‌بینی 

و استحکام، محبوبیت زیادی پیدا کرده است ]20[.
در اصل، الگوریتم تقویت گرادیان شدید به صورت متوالی 
به  می‌کند،  ایجاد  را  تصمیم  درخت‌های  از  مجموعه‌ای 
درخت‌های  خطاهای  اصلاح  درخت  هر  هدف  که  طوری 
قبلی است. این الگوریتم یک تابع هدف منظم‌شده را به 
حداقل می‌رساند که از دو بخش اصلی تشکیل شده است: 
▲شکل 1- نمودار جریان فرآیند بهینه‌سازی ازدحام ذراتتابع ضرر که تفاوت بین مقادیر پیش‌بینی‌شده و واقعی را 

شروع 

  را مقداردهي كنيد PSOپارامترهاي 

 ها و موقعيت هاي ازدحام را مقداردهي كنيدسرعت

 ارزيابي تابع هدف براي جمعيت اوليه

 سرعت و موقعيت ازدحام را به روز كنيد

 تابع هدف را براي هر ذره ارزيابي كنيد

Pbest  وgbest  را محاسبه كنيد  

 راه حل را برگردانيدبهترين 

 شرايط خاتمه

  جهت جستجوي جديد را محاسبه كنيد

پايان

 بله

 خير

مدل یادگیری ماشین
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اندازه‌گیری می‌کند و عبارت منظم‌سازی که از پیچیدگی 
بیش از حد مدل و بیش برازش داده‌های آموزشی جلوگیری 
می‌کند ]21[. تابع هدف الگوریتم تقویت گرادیان شدید 

به صورت رابطه )3( قابل بیان است.

)3(

قرار دارد. اين  الگوريتم تقويت گراديان شديد يك روش يادگيري ماشيني قدرتمند و محبوب است كه در دسته يادگيري گروهي

كند. از بيني قوي ايجاد ميگيري، يك مدل پيشهاي تصميمالگوريتم تقويتي با تركيب چند يادگيرنده ضعيف، معمولاً درخت

بندي است. همچنين، به دليل دقت بالاي هاي برجسته اين الگوريتم، توانايي آن در اجراي موثر وظايف رگرسيون و طبقهويژگي

  ].20است [ام، محبوبيت زيادي پيدا كرده بيني و استحكپيش

كند، به طوري كه هدف هر هاي تصميم را ايجاد مياي از درختدر اصل، الگوريتم تقويت گراديان شديد به صورت متوالي مجموعه

اصلي  رساند كه از دو بخششده را به حداقل ميهاي قبلي است. اين الگوريتم يك تابع هدف منظمدرخت اصلاح خطاهاي درخت

سازي كه از پيچيدگي كند و عبارت منظمگيري ميشده و واقعي را اندازهبينيتشكيل شده است: تابع ضرر كه تفاوت بين مقادير پيش

رابطه . تابع هدف الگوريتم تقويت گراديان شديد به صورت ]21كند [ميهاي آموزشي جلوگيري بيش از حد مدل و بيش برازش داده

 .قابل بيان است )3(

���������(Θ) = � �(��� ���

�

���
) +  � Ω(��)

�

���
 (3)

عبارت  (��)Ωها، تعداد درخت � بيني شده،مقدار پيش ���، ام-�برچسب واقعي مشاهده  ��تابع زيان است،  �در اين معادله، 

  د.رامترهايي است كه بايد بهينه شونمجموعه پا Θ، و  ام-�كننده براي درخت تنظيم

كارگيري تقويت گراديان است، جايي كه هر درخت جديد با گراديان منفي تابع نوآوري اصلي الگوريتم تقويت گراديان شديد در به

دهد تا بر تصحيح خطاهاي مدل موجود تمركز شود. اين رويكرد به الگوريتم اجازه ميبيني مدل فعلي، همگام ميزيان، نسبت به پيش

تصوير به  2. ساختار كلي الگوريتم تقويت گراديان شديد در شكل ]22برسد [تر و با تعميم بهتر دل دقيقكرده و در نهايت به يك م

  ت.كشيده شده اس

  
 )23(. ساختار الگوريتم تقويت گراديان شديد2شكل 

  

واقعی  برچسب   y_i است،  زیان  تابع   L معادله،  این  در 
مشاهده i-ام، y i مقدار پیش‌بینی شده، K تعداد درخت‌ها، 
Ω(f_s ( عبارت تنظیم‌کننده برای درخت k-ام، و Θ مجموعه 

پارامترهایی است که باید بهینه شوند.
در  شدید  گرادیان  تقویت  الگوریتم  اصلی  نوآوری 
درخت  هر  که  جایی  است،  گرادیان  تقویت  به‌کارگیری 
پیش‌بینی  به  نسبت  زیان،  تابع  منفی  گرادیان  با  جدید 
مدل فعلی، همگام می‌شود. این رویکرد به الگوریتم اجازه 
می‌دهد تا بر تصحیح خطاهای مدل موجود تمرکز کرده و 
در نهایت به یک مدل دقیق‌تر و با تعمیم بهتر برسد ]22[. 
ساختار کلی الگوریتم تقویت گرادیان شدید در شکل 2 به 

تصویر کشیده شده است.
 معیارهای ارزیابی

از  می‌توان  ماشین  یادگیری  مدل  یک  ارزیابی  برای 
معیارهای گوناگونی استفاده کرد )رابطه 7-4(.

)4(

)5(

)6(

)7(

 معيارهاي ارزيابي

 ).7-4(رابطه  معيارهاي گوناگوني استفاده كرد توان ازبراي ارزيابي يك مدل يادگيري ماشين مي

���������� � � ��
��� � �� )4(

������� � � ��
��� � ��� )5(

��������� � � ��� � ���
��� � ��� � ���� � ��� )6(

�1 � ������ � � ��
��� � 1

2 ����� � ����
 )7(

نيز زماني  (TN) بيني كند. منفي واقعيدهد كه مدل به درستي يك نتيجه مثبت را پيشزماني رخ مي (TP) مثبت واقعي

افتد كه مدل به اشتباه يك نتيجه هنگامي اتفاق مي (FP) بيني كند. مثبت كاذبكه مدل با دقت يك نتيجه منفي را پيشاست 

  .كند بينييك نتيجه منفي را پيش دهد كه مدل به اشتباهزماني رخ مي (FN) بيني كند، و منفي كاذبمثبت را پيش

  هايافته

ارائه شده و پس از آن، يك  آنها آوردن اطلاعاتي از متغيرها و رابطه به دستها براي هايي بر روي دادهدر اين قسمت، تحليل

  شود.كننده ساخته ميبينيمدل پيش

ميزان همبستگي متغيرهاي مستقل را با متغير وابسته نشان داده شده است كه اطلاعات مفيدي را براي ساخت  3در شكل 

  كند.فراهم مي مدل

  

مثبت واقعی )TP( زمانی رخ می‌دهد که مدل به درستی 
یک نتیجه مثبت را پیش‌بینی کند. منفی واقعی )TN( نیز 
زمانی است که مدل با دقت یک نتیجه منفی را پیش‌بینی 
کند. مثبت کاذب )FP( هنگامی اتفاق می‌افتد که مدل به 
اشتباه یک نتیجه مثبت را پیش‌بینی کند، و منفی کاذب 
نتیجه  یک  اشتباه  به  مدل  که  می‌دهد  رخ  زمانی   )FN(

منفی را پیش‌بینی کند.

یافته‌ها
در این قسمت، تحلیل‌هایی بر روی داده‌ها برای به دست 
آوردن اطلاعاتی از متغیرها و رابطه آنها ارائه شده و پس از 

▲شکل 2- تحلیل همبستگی متغیرها

  
  رهايمتغيهمبستگلي. تحل3شكل

 ساختهبيني بر اساس متغيرهاي مستقل ، مدل پيشانصراف از تحصيل دانشجويانرابطه بين برخي از متغيرها و  بررسيپس از 

به مجموعه آموزشي و  هاداده بر روي مجموعه داده، هاسازي دادهآمادههاي تكنيكبرخي  استفاده از، پس از هدفشود. براي اين مي

 .شدداده  تخصيصها به آن داده درصد 20و  80مجموعه آزمايشي تقسيم شد كه به ترتيب 

  ذكر شده است. 1شوند و نتايج در جدول بندي براي ساخت مدل يادگيري ماشيني استفاده ميهاي طبقهبرخي از الگوريتم

 

 هاي مختلفالگوريتمهاي ايجاد شده توسط دقت مدلمقايسه . 1جدول
  )درصد( دقت مدل  الگوريتم

  6/89  ماشين برداري پشتيبان
  3/87  درخت تصميم

  2/90 رگرسيون لجستيك
  3/92  جنگل تصادفي

  9/95  ديشد انيگراد تيتقو
  12/98 سازي ازدحام ذراتبهينه + ديشد انيگرادتيتقو

  

▲شکل 2- ساختار الگوریتم تقویت گرادیان شدید)32(

قرار دارد. اين  الگوريتم تقويت گراديان شديد يك روش يادگيري ماشيني قدرتمند و محبوب است كه در دسته يادگيري گروهي

كند. از بيني قوي ايجاد ميگيري، يك مدل پيشهاي تصميمالگوريتم تقويتي با تركيب چند يادگيرنده ضعيف، معمولاً درخت

بندي است. همچنين، به دليل دقت بالاي هاي برجسته اين الگوريتم، توانايي آن در اجراي موثر وظايف رگرسيون و طبقهويژگي

  ].20است [ام، محبوبيت زيادي پيدا كرده بيني و استحكپيش

كند، به طوري كه هدف هر هاي تصميم را ايجاد مياي از درختدر اصل، الگوريتم تقويت گراديان شديد به صورت متوالي مجموعه

اصلي  رساند كه از دو بخششده را به حداقل ميهاي قبلي است. اين الگوريتم يك تابع هدف منظمدرخت اصلاح خطاهاي درخت

سازي كه از پيچيدگي كند و عبارت منظمگيري ميشده و واقعي را اندازهبينيتشكيل شده است: تابع ضرر كه تفاوت بين مقادير پيش

رابطه . تابع هدف الگوريتم تقويت گراديان شديد به صورت ]21كند [ميهاي آموزشي جلوگيري بيش از حد مدل و بيش برازش داده

 .قابل بيان است )3(

���������(Θ) = � �(��� ���

�

���
) +  � Ω(��)

�

���
 (3)

عبارت  (��)Ωها، تعداد درخت � بيني شده،مقدار پيش ���، ام-�برچسب واقعي مشاهده  ��تابع زيان است،  �در اين معادله، 

  د.رامترهايي است كه بايد بهينه شونمجموعه پا Θ، و  ام-�كننده براي درخت تنظيم

كارگيري تقويت گراديان است، جايي كه هر درخت جديد با گراديان منفي تابع نوآوري اصلي الگوريتم تقويت گراديان شديد در به

دهد تا بر تصحيح خطاهاي مدل موجود تمركز شود. اين رويكرد به الگوريتم اجازه ميبيني مدل فعلي، همگام ميزيان، نسبت به پيش

تصوير به  2. ساختار كلي الگوريتم تقويت گراديان شديد در شكل ]22برسد [تر و با تعميم بهتر دل دقيقكرده و در نهايت به يك م

  ت.كشيده شده اس

  
 )23(. ساختار الگوريتم تقويت گراديان شديد2شكل 
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آن، یک مدل پیش‌بینی‌کننده ساخته می‌شود.
در شکل 3 میزان همبستگی متغیرهای مستقل را با متغیر 
وابسته نشان داده شده است که اطلاعات مفیدی را برای 

ساخت مدل فراهم می‌کند.
از  انصراف  و  متغیرها  از  برخی  بین  رابطه  بررسی  از  پس 
تحصیل دانشجویان، مدل پیش‌بینی بر اساس متغیرهای 
مستقل ساخته می‌شود. برای این هدف، پس از استفاده 
از برخی تکنیک‌های آماده‌سازی داده‌ها بر روی مجموعه 
آزمایشی  مجموعه  و  آموزشی  مجموعه  به  داده‌ها  داده، 
آن  به  داده‌ها  ترتیب 80 و 20 درصد  به  تقسیم شد که 

تخصیص داده شد.
مدل  ساخت  برای  طبقه‌بندی  الگوریتم‌های  از  برخی 
نتایج در جدول 1  یادگیری ماشینی استفاده می‌شوند و 

ذکر شده است.
طبقه‌بندی‌کننده  الگوریتم  ترکیب   ،1 جدول  اساس  بر 
تقویت گرادیان شدید و الگوریتم بهینه‌سازی ازدحام ذرات 
عملکرد بهتری را نسبت به دیگران نشان می‌دهد. بنابراین 

برای ساخت مدل به عنوان الگوریتم اصلی انتخاب می‌شود. 
بهینه‌سازی  الگوریتم‌های  مهم  پارامترهای   2 جدول  در 

ازدحام ذرات و یادگیری ماشین قید شده‌اند.
و  ویژگی  اهمیت  شناخت  برای  تحلیلی  آخر،  مرحله  در 
تأثیر هر متغیر بر متغیر هدف پس از آموزش مدل انجام 

می‌شود. نتایج در شکل 4 نشان داده شده است.
برداشته  واحدهای  تعداد  از  عبارتند  ویژگی‌ها  مهم‌ترین 
توسط  شهریه  پرداخت  وضعیت  دانشجو،  توسط  شده 
واحدهای  تعداد  آن  از  پس  و  دانشجو  معدل  و  دانشجو 
دوره‌های  نوع  دارد،  شرکت  آن  در  دانشجو  که  درسی 
انتخابی و سن هستند. در میان این ویژگی‌های برتر، چهار 
داده آکادمیک، یکی داده اقتصادی-اجتماعی و یکی داده‌‌ 

جمعیتی است.
ترک تحصیل  دانشجویانی که در معرض خطر  شناسایی 
هستند از طریق یادگیری ماشینی، برای دانشگاه‌ها برای 
بسیار  ماندگاری  نرخ  بهبود  و  هدفمند  مداخلات  اجرای 
تحصیلی  عملکرد  به  عموماً  فارغ‌التحصیلان  است.  مهم 
بالاتری دست می‌یابند که در تعداد بیشتری از واحدهای 
ترک  به کسانی که  نسبت  بالاتر  نمرات  و  درسی مصوب  ▼جدول 1- مقایسه دقت مدل‌های ایجاد شده توسط

دقت مدل )درصد(الگوریتم

89/6ماشین برداری پشتیبان

87/3درخت تصمیم

90/2رگرسیون لجستیک

92/3جنگل تصادفی

95/9تقویت گرادیان شدید

98/12تقویت گرادیان شدید + بهینه‌سازی ازدحام ذرات

▼ج�دول 2- پارامتره�ای مهم الگوریتم‌های بهینه‌س�ازی ازدح�ام ذرات و 
تقویت گرادیان شدید

تقویت گرادیان شدیدبهینه‌سازی ازدحام ذرات
مقداراسم پارامترمقداراسم پارامتر
0/1نرخ یادگیری50تعداد ذرات

C1
4حداکثر عمق1

21
6حداقل وزن1/5

▲شکل 3- تحلیل همبستگی متغیرها100gamma0تعداد تکرار

عملكرد بهتري سازي ازدحام ذرات بهينهو الگوريتم  ديشد انيگراد تيتقو كنندهبنديطبقه ، تركيب الگوريتم1بر اساس جدول 

پارامترهاي مهم  2در جدول  شود.دهد. بنابراين براي ساخت مدل به عنوان الگوريتم اصلي انتخاب ميمي نشانديگران را نسبت به 

  اند.و يادگيري ماشين قيد شدهسازي ازدحام ذرات بهينههاي الگوريتم

  

  ديشدانيگرادتيتقوو  سازي ازدحام ذراتبهينه يهاتميمهم الگور يپارامترها .2جدول 
  ديشد انيگراد تيتقو    سازي ازدحام ذراتبهينه

  مقدار  اسم پارامتر    مقدار  اسم پارامتر
  1/0  نرخ يادگيري    50  تعداد ذرات

  4  حداكثر عمق    1 
  6  حداقل وزن    5/1 

  gamma  0    100 تعداد تکرار
  

شود. نتايج پس از آموزش مدل انجام مي هدفتأثير هر متغير بر متغير  واهميت ويژگي تحليلي براي شناخت ، در مرحله آخر

 نشان داده شده است. 4در شكل 

  

 

  
  اهميت ويژگي.4شكل

  

مدل یادگیری ماشین
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تحصیل می‌کنند منعکس می‌شود. دانشجویانی که شهریه 
پرداخت نشده دارند به طور قابل توجهی بیشتر احتمال 
دارد که از تحصیل خارج شوند )87/05 درصد( و احتمال 
بسیار کمتری برای فارغ‌التحصیلی )4/95 درصد( نسبت به 
کسانی که به موقع پرداخت می‌کنند، دارند که نرخ ترک 
تحصیل کمتر )25/21 درصد( و نرخ فارغ‌التحصیلی بالاتر 
افزایش سن  با  )55/13 درصد( دارند. نرخ ترک تحصیل 
طور  به  زنان  اگرچه  می‌یابد،  افزایش  دو جنس  هر  برای 
مداوم نرخ ترک تحصیل را در تمام گروه‌های سنی کمتر 
نشان می‌دهند. علاوه بر این، نرخ ترک تحصیل در دوره‌ها 
طوری  به  درصد،   66/7 تا   15/4 از  است،  متفاوت  بسیار 
از هر 17 دوره، 5 درس دارای نرخ بالای 50 درصد  که 
پیش‌بینی  برای  ماشینی  یادگیری  از  استفاده  با  هستند. 
را  بهتر می‌توانند منابع  خطرات ترک تحصیل، موسسات 
خود  تحصیلات  تکمیل  در  دانشجویان  از  حمایت  برای 

تخصیص دهند.

بحث
مدل ترکیبی این پژوهش با دقت 98/12 درصد نشان داد 
که نسبت به مطالعات مشابه عملکرد برتری دارد، به‌ویژه 
چارچوب  با  که   ]24[ همکاران  و   Jain کار  با  مقایسه  در 
دست   AUC=0/959 و  درصد   86 دقت  به   PSO-SMOTE

که   ]25[ همکاران  و   Khatun پژوهش  یا  و  بودند  یافته 
 )SHAP/LIME( توضیح‌پذیری  روش‌های  و   XGBoost با 
اهمیت  ما  یافته‌های  کردند.  گزارش  درصد   94/4 دقت 
و  شهریه  پرداخت  وضعیت  به‌ویژه  آکادمیک  داده‌های 
معدل را در پیش‌بینی ترک‌تحصیل تأیید کرد، در حالی‌که 
یا  جمعیت‌شناختی  متغیرهای  بر  بیشتر  مطالعات  سایر 
مدل  این  برتری  داشتند.  تمرکز  تبیین‌پذیری  روش‌های 
در افزایش صحت پیش‌بینی می‌تواند به دانشگاه‌ها کمک 
نرخ  کاهش  برای  دقیق‌تری  مدیریتی  مداخلات  تا  کند 
ترک‌تحصیل طراحی کنند. با این وجود، محدودیت‌هایی 

فقدان  و  خاص  جامعه  یک  داده‌های  از  استفاده  مانند 
که  دارد  وجود  انگیزشی  یا  روان‌شناختی  متغیرهای 
توصیه  نتیجه،  در  کاهش می‌دهد.  را  نتایج  تعمیم‌پذیری 
می‌شود پژوهش‌های آتی علاوه بر بهره‌گیری از داده‌های 
تقویت  برای  نیز  توضیح‌پذیرتر  رویکردهای  از  متنوع‌تر، 

اعتبار یافته‌ها استفاده کنند.

نتیجه‌گیری
یک مدل ترکیبی از الگوریتم بهینه‌سازی ازدحام ذرات و 
تقویت گرادیان شدید با دقت 98/12 درصد ارائه شده برای 
ترک تحصیل  دانشجویانی که در معرض خطر  شناسایی 
و  داده  تحلیل  روش‌های  از  استفاده  با  هستند. همچنین 
تکنیک‌های آماری نشان داده شد که داده‌های آکادمیک 
دانشجویانی  دارند.  تحصیل  ترک  در  را  تأثیر  بیشترین 
در  بیشتر  نمی‌کنند،  پرداخت  به‌موقع  را  که شهریه خود 
معرض ترک تحصیل )87/05 درصد( و کمتر در معرض 
فارغ‌التحصیلی )4/95 درصد( هستند، در حالی که پرداخت 
به‌موقع شهریه منجر به کاهش نرخ ترک تحصیل )25/21 
درصد( و افزایش احتمال فارغ‌التحصیلی )55/13 درصد( 
در  تحصیل  ترک  نرخ  افزایش سن،  با  می‌شود. همچنین 
در  مداوم  به‌طور  زنان  اما  می‌یابد،  افزایش  جنس  دو  هر 
تمام گروه‌های سنی نرخ ترک تحصیل کمتری دارند. برای 
پژوهش‌های بعدی، می‌توان از روش‌های یادگیری ماشین 
و عمیق دیگر برای ارائه مدل با دقت‌های بیشتر استفاده 
برای  داده‌ها  از  دیگر  انواع  از  می‌توان  اینکه  ضمن  کرد. 

تحلیل این موضوع استفاده کرد. 

تأییدیه اخلاقی: پژوهش حاضر قسمتی از یک طرح تحقیقاتی با همین عنوان 
است.

تضاد منافع: هیچ‌گونه تعارض منافعی از سوی نویسنده اعلام نشده است.
سهم نویسندگان: تمام نویسندگان سهم یکسانی )هر یک 50 درصد( در مقاله 
داشتند. به شکلی که نویسنده اول طراحی اولیه مطالعه، نظارت بر نگارش نهایی 
را  مقاله  اولیه  نگارش  و  داده‌ها  تحلیل  و  جمع‌آوری  نیز  دوم  نویسنده  و  مقاله 

برعهده داشت.
منابع مالی: این پژوهش مورد حمایت مالی قرار نگرفته است.

ظهوری و فلاح
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